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SUMMARY 
This report elaborates on a 

practical, step by step 

approach on modelling, 

analysing and providing 

mitigations with the use of 

Automotive Threat 

Modelling tools based on the 

STRIDE Model.  
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REQUIREMENTS  
Listed below are the preconditions for the process of Automotive Threat Modeling.   

M I C R O S O F T  T H R E A T  M O D E L I N G  T O O L   
Threat Modelling Tool update release 7.3.00714.2 - 07/14/2020 

• Microsoft Windows 10 Anniversary Update or later 

• .NET Version Required 

• .NET 4.7.1 or later 

• Additional Requirements 

• An Internet connection 
 

https://www.microsoft.com/en-us/securityengineering/sdl/threatmodeling 

 

 

Figure 1: Microsoft Threat Modeling Tool Website   

 
 

 

 

 

https://www.microsoft.com/en-us/securityengineering/sdl/threatmodeling
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N C C  G R O U P  T E M P L A T E   
NCC Group Template from github 

 

• automotive_TM_template-v1.2.tb7 
 

https://github.com/nccgroup/The_Automotive_Threat_Modeling_Template 

 

 

Figure 2: NCC Group Template Github Website 
 

 

 
 

 

  

https://github.com/nccgroup/The_Automotive_Threat_Modeling_Template
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Click the 

“Install” 

Button 

Accept 

License 

Agreement 

 

SETUP  
This section describes the process of setting up the necessary tools and creating the                                           

appropriate environment for the modelling and analysis process. 

I N S T A L L  T H R E A T  M O D E L L I N G  T O O L   
 

Download, Install and Run Microsoft Threat Modelling Tool 

 

Figure 3: Install Permission Prompt    

  
Figure 4: Software License Terms    

c 
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Select 

Template 

for New 

Models 

Select the 

NCC Group 

Template 

Click the 

“Open” 

Button 

 

 

L O A D  N C C  G R O U P  T E M P L A T E    
 

Load the NCC Group Template by selecting the downloaded template using the 

 “Template for New Models”.  

 

Figure 5: OPTION FOR Template for New Models 

  
 Figure 6: Popup Dialog to Select NCC Group Template File.    
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Click to 

Create a 

Model 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Option for creating a model     
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From the 

“Stencils” 

section, select 

the appropriate 

components.  

 

 

DATA FLOW DIAGRAM 
DESIGN  
This step describes the process of building a model by adhering to the guidelines of a Data Flow 

Diagram by adding system details to the elements in the DFD. The aim is to represent a system or 

use case that is to be analysed, in DFD format. There are five types of elements in a DFD diagram: 

process, data store, data low, external interactor, and trust boundary [1]. 

D A T A  F L O W  D I A G R A M   
A data-flow diagram is a way of representing a flow of data through a process or a system. The DFD 

also provides information about the outputs and inputs of each entity and the process itself. A 

data-flow diagram has no control flow, there are no decision rules and no loops. For each data 

flow, at least one of the endpoints, source or destination, must exist in a process. The refined 

representation of a process can be done in another data-flow diagram, which subdivides this 

process into sub-processes [1], [2]. 

A U T O M O T I V E  S T E N C I L S  S E L E C T I O N  
From the available list of stencils, select the appropriate automotive components such as Gateway 

or Electronic Control Unit (ECU) in order to design the current system or use case.   

 

Figure 8: Canvas for Designing an Automotive Data Flow Diagram     
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C O M P O N E N T S  O F  D A T A  F L O W  D I A G R A M  
 

DFD consists of processes, flows, warehouses, and terminators. There are several ways to view 

these DFD components. 

Process 

The process (function, transformation) is part of a system that transforms inputs to outputs. The 

symbol of a process is a circle, an oval, a rectangle or a rectangle with rounded corners (according 

to the type of notation). The process is named in one word, a short sentence, or a phrase that is 

clearly to express its essence [2], [3].  

Data flow 

Data flow (flow, dataflow) shows the transfer of information (sometimes also material) from one 

part of the system to another. The symbol of the flow is the arrow. The flow should have a name 

that determines what information (or what material) is being moved. Exceptions are flows where it 

is clear what information is transferred through the entities that are linked to these flows. Material 

shifts are modeled in systems that are not merely informative. Flow should only transmit one type 

of information (material). The arrow shows the flow direction (it can also be bi-directional if the 

information to/from the entity is logically dependent - e.g. question and answer). Flows link 

processes, warehouses and terminators [2], [3]. 

Warehouse 

The warehouse (datastore, data store, file, database) is used to store data for later use. The symbol 

of the store is two horizontal lines, the other way of view is shown in the DFD Notation. The name 

of the warehouse is a plural noun (e.g. orders) - it derives from the input and output streams of the 

warehouse. The warehouse does not have to be just a data file, for example, a folder with 

documents, a filing cabinet, and optical discs. Therefore, viewing the warehouse in DFD is 

independent of implementation. The flow from the warehouse usually represents the reading of 

the data stored in the warehouse, and the flow to the warehouse usually expresses data entry or 

updating (sometimes also deleting data). Warehouse is represented by two parallel lines between 

which the memory name is located (it can be modeled as a UML buffer node) [2], [3]. 

Terminator 

The Terminator is an external entity that communicates with the system and stands outside of the 

system. It can be, for example, various organizations (eg a bank), groups of people (e.g. 

customers), authorities (e.g. a tax office) or a department (e.g. a human-resources department) of 

the same organization, which does not belong to the model system. The terminator may be 

another system with which the modeled system communicates [2], [3]. 
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Figure 8: Example of a Data Flow Diagram designed using the Automotive Stencils       
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Click the 

Icon to 

Switch to 

Analysis 

View  

 

IDENTIF ICATI ON OF  
THREATS  US I NG THE  
STRID E  MODEL   
Identify threats stemmed from data flows by using STRIDE threat identification and classification.  

S T R I D E  T H R E A T  M O D E L I N G   

STRIDE is an acronym for six threat categories: Spoofing identity, Tampering with data, 

Repudiation threats, Information disclosure, Denial of service and Elevation of privileges. Two 

Microsoft engineers, Loren Kohnfelder and Praerit Garg, developed STRIDE in the late 1990s. 

Teams can use the STRIDE threat model to spot threats during the design phase of an app or 

system. The first step helps find potential threats using a proactive process. The design of the 

system forms the basis for spotting threats. The next steps include finding the risks inherent in the 

way the system has been implemented, and then taking actions to close gaps. 

Specifically, STRIDE aims to ensure an app or system fulfills the CIA triad (confidentiality, integrity 

and availability). Its designers created it to ensure that Windows software developers considered 

threats during the design phase. You should use STRIDE along with a model of the target system. 

Construct this model in parallel, including a breakdown of processes, data stores, data flows and 

trust boundaries. Using STRIDE, develop defenses for each threat. For example, imagine you find 

that an admin database is exposed to tampering with data, information disclosure and denial-of-

service threats. In that case, you can implement access control logs, secure socket layer/transport 

layer security or IPSec authentication to counter those threats. [4] 

G E N E R A T E  T H R E A T S  R E P O R T  
The Treat Modelling Tool provides a generated report that lists several identified Threats by 

following the steps below.   

 

 

Figure 9: Switch to Analysis View       
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Figure 10: List of Identified Threats  
 

 

Figure 11: Identified Threats are Categorized using the STRIDE Model        
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ANALYS IS  AND 
MIT IGATION ACTIO NS   
A key process in Threat Modelling is the Qualitative Evaluation of the results and as a result this 

stage requires cybersecurity expertise and people with an in-depth understanding of the analysed 

system or use case. Using the information gathered so far it is possible to start analysing the 

threats and the potential threat-sources of the system from a qualitative perspective. A threat-

source is defined as any circumstance or event with the potential to cause harm to a system. 

Therefore, the following steps are to be followed to evaluate and adjust the list of identified 

threats [5], [6].  

Q U A L I T A T I V E  E V A L U A T I O N  O F  T H E  
A U T O M A T I C A L L Y  G E N E R A T E D  I D E N T I F I E D  
T H R E A T S   
At the previous stage, a list of identified threats including their impact, attack method, 

recommendations, etc was generated as a result of the threat analysis based on the Threat Modelling 

tool utilising the STRIDE model.   

 
Figure 12: Auto-Generated Information related to the Identified Threats        
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Q U A L I T A T I V E  A N A L Y S I S  O F  I D E N T I F I E D  
T H R E A T S  
 

The final result is adjusted to reflect both, the threat analytical power of a software tool and the 

qualitative perspective of human expertise in the field. The Auto-Generated List of Identified Threats 

(see Figure 10 and Figure 12) is the evaluated, qualitatively by employing the essential cybersecurity 

expertise and people with an in-depth understanding of the analyzed system or use case. This step, of 

analyzing the identified threats, has a degree of dependence on analyst/expert quality [7], [8]. The 

table below depicts an example of a custom table that was a result of the Qualitative Evaluation making 

the necessary adjustments to the Description, Method and Impact. 

 

Figure 13: STRIDE Threat Classification 
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Q U A L I T A T I V E  A N A L Y S I S  O F  M I T I G A T I O N S  
 

Similar to the process of the analysis of the identified threats, a qualitative analysis of mitigations must 

be performed. Therefore, a list of Mitigations is produced that is the result of qualitative evaluation 

from the perspective of essential cybersecurity expertise and people with an in-depth understanding of 

the analyzed system or use case [7], [8]. The table below depicts an example of Mitigations suggested 

in the form of a custom table that was the result of Qualitative Evaluation, making the necessary 

adjustments to the recommendations for each threat.  

 

 

Figure 14: Mitigations for Identified Threats 
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